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Abstract

We characterize those ex-ante restrictions on the random utility model which lead

to identification. We first identify a simple class of perturbations which transfer mass

from a suitable pair of preferences to the pair formed by swapping certain compatible

lower contour sets. We show that two distributions over preferences are behaviorally

equivalent if and only if they can be obtained from each other by a finite sequence

of such transformations. Using this, we obtain specialized characterizations of which

restrictions on the support of a random utility model yield identification, as well as of

the extreme points of the set of distributions rationalizing a given data set. Finally,

when a model depends smoothly on some set of parameters, we show that under mild

topological assumptions, identification is characterized by a straightforward, local test.

1 Introduction

Modern economics is founded on the concept that economic actors take actions to maximize

their individual well-being, as described by a preference ranking over outcomes or alterna-

tives. When such a ranking depends only on known, observable variation in the state of

the world, revealed preference theory has shown that these rankings may be recovered from

sufficiently rich observational data (e.g. Hurwicz 1971; Mas-Colell 1978; see also Chambers

et al. 2021). However, when agents’ preferences also depend on varying unobservable factors,

these preferences, and hence agents’ behavior, will appear random.

In contrast with the positive findings of the classical revealed preference literature in the

context of deterministic choice, when preferences are stochastic, it has long been recognized
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that the distribution over preferences cannot, in general, be uniquely recovered from observed

choice frequencies (e.g. Falmagne 1978; Fishburn 1998).1 In response, an extensive literature

has emerged, that has studied restrictions on the random utility model which allow analysts

to uniquely recover the distribution over preferences or parameters of the underlying model

(e.g. Luce 1959; McFadden 1972; Gul and Pesendorfer 2006; Apesteguia et al. 2017; Yang

and Kopylov 2023; Suleymanov 2024).2

In this paper, we provide a complete characterization of all possible identifying restrictions

on the random utility model, for finite consumption environments. We first define a set of

simple, local perturbations that transfer mass between particular pairs of related preferences.

Crucially, these perturbations transform distributions over preferences in such a manner as

to leave all choice probabilities unaffected. We term such transformations ‘Ryser swaps,’ in

light of a connection with the discrete tomography literature (Ryser 1957; Fishburn et al.

1991; Kong and Herman 1999).3 We then show that the full class of transforms which

preserve all choice probabilities are precisely those generated by the Ryser swaps.

Example 1. Suppose that an agent has preferences over four pieces of fruit: an apple, a ba-

nana, some cherries, or a dragonfruit {a, b, c, d}, and consider the following four preferences,

where each preference is listed in order of descending desirability:4

≻1 ≻2 ≻3 ≻4

a b a b
b a b a
c d d c
d c c d

Suppose we have two models of an agent’s behavior: the first says that the agent draws their

preference from µ12, the uniform distribution supported on ≻1 and ≻2; the second that the

preference is drawn uniformly from ≻3 and ≻4, denoted µ34. Note that, for any choice set,

the probabilities of this agent choosing a given alternative from this set are identical under

either model.5

The key structure is that each of these four preferences can be decomposed into a choice

of ‘initial’ ranking (i.e. whether a ≻ b or b ≻ a) and a ‘terminal’ ranking (whether c ≻ d

1In fact, Fishburn (1998) shows that not even the set of preferences being randomized over can generally
be determined. Turansick (2022) shows that this set is identified if and only if there is a unique distribution
on preferences consistent with the data.

2There is also an extensive subliterature in industrial organization which has studied related problems in
the context of the invertibility of demand, see e.g. Berry and Haile (2024).

3We discuss this connection in more depth in Section 4.3.
4In other words, ≻1 corresponds to the ordering a ≻ b ≻ c ≻ d, and so forth.
5This observation is originally due to Fishburn (1998).
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or d ≻ c). For each preference, both a and b always dominate c and d, whatever the

respective orderings within these groupings are.6 Moreover, µ34 can be obtained from µ12

in a particularly simple fashion: take all the mass on ≻1 (resp. ≻2) and re-assign it to

the preference formed by replacing the terminal segment of ≻1 with that of ≻2 (resp. vice-

versa).7 We term such a transfer of mass between pairs of preferences formed by swapping

(compatible) terminal segments a Ryser swap; whenever two distributions of preferences are

related by a Ryser swap, they must have identical choice probabilities.

However, many pairs of behaviorally equivalent distributions do not differ from one an-

other by such a swap. For example, the uniform distribution µ123 below is behaviorally

equivalent to the uniform µ456, but any Ryser swap between pairs of preferences in this set

necessarily either fixes both preferences, or yields at least one preference outside the set.

≻1 ≻2 ≻3 ≻4 ≻5 ≻6

a b c a b c
b a d b a d
c e b e c b
d f a f d a
e c f c f e
f d e d e f

As such, µ123 and µ456 cannot be related by any transformation of this form. However, they

are related by a sequence of Ryser swaps.

a b c

b a d

c e b

d f a

e c f

f d e

−→

a b c

b a d

e c b

f d a

c e f

d f e

−→

a b c

b a d

e c b

f d a

c f e

d e f

Starting from µ123, first transfer all the mass from≻1 and≻2 to the pair of preferences formed

by swapping their terminal segments cdef and efcd. Label these resulting preferences ≻′
1

and ≻′
2. Then repeat this operation, transferring all mass from ≻′

2 and ≻3 to the pair

obtained by swapping their terminal segments, ef and fe respectively. This yields µ456, as

desired. ■
6Put differently, these four preferences can be viewed as an element in a product set, where one first

fixes a choice of initial ranking, and then a choice of terminal. Two distributions induce the same choice
probabilities if and only if both have the same marginals, i.e. the probabilities of a ≻ b versus b ≻ a, and
probability of c ≻ d versus d ≻ c.

7Analogously, by reversing this process we could similarly obtain µ12 from µ34.
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More generally, we show that any two distributions are behaviorally indistinguishable

if and only if they can be obtained from one another by a finite sequence of (weighted)

swaps of this form.8 We show that every sequence of weighted Ryser swaps can be identified

with particular signed measure over preferences, and the set of all such measures forms a

linear subspace R, which we term the ‘Ryser subspace.’ Using this observation, we provide

a geometric characterization of identifying restrictions: an arbitrary subset of the set of

distributions over preferences is identified if and only if its intersection with each translate

of the Ryser subspace is at most singleton.

We then consider how our results specialize to more structured, common classes of re-

strictions. Perhaps the most natural candidate are restrictions on the set of preferences a

distribution can randomize over. We prove that such support restrictions are identifying if

and only if every non-zero vector in the Ryser subspace places weight on some preference

outside the allowed support.

We leverage this to provide a characterization of the extremal rationalizations of consis-

tent choice data, under arbitrary support restrictions. Given a (generally non-identifying)

support restriction, the set of allowable distributions over preferences which rationalize a

particular set of observations forms a polytope. We show that a rationalizing distribution is

an extreme point of this set if and only if its support has the property that every vector in

the Ryser subspace places non-zero weight outside it.

Finally, we turn to parametric forms of restriction. Here, we consider sets of distributions

varying smoothly with some finite-dimensional vector of parameters. Our earlier results pro-

vide an immediate global characterization: a parametric model is identified if and only if

no two vectors of parameters induce distributions which are related by a finite sequence of

weighted Ryser swaps. However, we show that under mild, topological restrictions on the

set of random choice rules consistent with the model, global identification is fully character-

ized by a purely local, full-rank condition on a particular Jacobian matrix. We show that

geometrically, this is equivalent to requiring that no translate of the Ryser subspace is ever

tangent to the surface of distributions traced out by the parameterization function. As an

application, we show that any mixture model is identified if and only if it is so locally.

The rest of this paper proceeds as follows. In Section 3, we formally introduce the

random utility model and other preliminaries. In Section 4, we provide a formal construction

of the Ryser subspace, present our main result, and provide a discussion. In Section 5,

we characterize identifying support restrictions, and in Section 6, we consider the case of

8‘Weighted’ simply meaning that these swaps need not transfer all the mass on the initial pair of prefer-
ences to the swapped pair.
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parametric random utility models. We briefly conclude in Section 7.

2 Related Literature

The two papers most closely related to ours are Fishburn (1998) and Turansick (2022). The

first explicit example of an unidentified random utility model appeared in Fishburn (1998);

this construction turns out to form the basis of our definition of conjugate square. Turansick

(2022) characterizes which distributions are the unique random utility models with their

choice probabilities; see also Doignon and Saito (2023). As discussed in Example 3, the

results of Turansick (2022) follow as corollaries of our main results here.

Doignon and Saito (2023) study which pairs of rational choice functions form adjacent

vertices on the random utility polytope. They find that adjacency of two choice functions

corresponds to the two preferences they represent having either a common, non-trivial initial

segment, and different terminal segments, or a common non-trivial terminal segment with

differing initial segments. Using this characterization, Doignon and Saito are able to recover

the results of Turansick (2022) purely in terms of this adjacency relation. We discuss the

formal connection between our results and the structure of the random utility polytope in

Appendix E.

A number of papers consider restrictions on the random utility model for purposes of

obtaining identification. Apesteguia et al. (2017) considers random utility models whose

support obeys the single-crossing property with respect to some exogenous ordering on al-

ternatives ⊵, and show that any data set is consistent with at most one such model. Ex-

tensions and variations on this idea are considered in Yildiz (2022) and Filiz-Ozbay and

Masatlioglu (2023). Manzini and Mariotti (2018) restrict to random utilities which only

depend on two underlying states of the world. Manzini and Mariotti show that, in this case,

the underlying distribution over preferences can be generically recovered. Suleymanov (2024)

studies the branching-independent random utility model. The model recovers identification

by restricting to statistically independent maps from contour sets to preferences. Honda

(2021) considers a random cravings model where an agent is endowed with a base preference

and cravings which arrive randomly, and obtains identification under certain monotonicity

restrictions.

In practice, it is common to specify random utility model parametrically. Perhaps the

most well-known identified parametric restriction is due Luce (1959). This model is behav-

iorally equivalent to the logit model of McFadden (1972).9 More recently, Chambers et al.

9See also Sandomirskiy and Tamuz (2023) for a recent characterization.

5



(2024a) considers an extension of the Luce model including both salience and utility in its

parameterization which preserves identification.

While outside the scope of this paper, a related strand of literature instead considers

the identification problem under various assumptions on data and observability. Dardanoni

et al. (2020) and Dardanoni et al. (2023) consider mixture choice data which allows analysts

to connect the choices of a single agent across menus. In contrast, Azrieli and Rehbeck

(2022) consider a weaker type of data where analysts observe the frequency of choosing an

alternative and the frequency a menu is realized but do not observe the frequency with which

alternative is chosen from a menu. They show that identification in this setting fares worse

than with standard stochastic choice data.

A number of papers also consider identification of random utility models on infinite

domains. Gul and Pesendorfer (2006) shows that the random expected utility model is

identified. Similarly, the random quasilinear utility model is identified (Williams, 1977; Daly

and Zachary, 1979; Yang and Kopylov, 2023). Our results are not directly applicable to

these models due to their requirement of an infinite domain.

3 Model and Primitives

Let X denote a fixed, finite set of alternatives over which an individual has a preference. A

preference is a linear order on X; we denote the set of all preferences by L.10 To conserve

on notation, we will often denote preferences in list form, i.e. ‘abcd’ to denote the preference

a ≻ b ≻ c ≻ d. For any preference ≻ and any 1 ≤ k ≤ |X|, we refer to the k-initial

and k-terminal segments of ≻ as the ordered strings consisting of the k most-preferred

alternatives under ≻ and the |X| − k least-preferred alternatives, and we denote these by

s↑k(≻) and s↓k(≻) respectively. For example, if ≻ denotes the order abcde, then:

s↑2(≻) = ab and s↓2(≻) = cde.

A function ρ : X×2X \{∅} → [0, 1] defines a random choice rule if, for all non-empty

subsets A ⊆ X, ∑
x∈A

ρ(x,A) = 1.

Random choice rules are assumed observable; they constitute the basic data in our identifi-

cation problem. For any finite set A, we use ∆(A) to denote the set of probability measures

over A. A random utility model (or simply a model) is an arbitrary subset M ⊆ ∆(L).
10A linear order is a complete, transitive, and antisymmetric binary relation on X.
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We say a random choice rule is rationalizable by a model M (or M-rationalizable) if there

exists some probability distribution µ ∈ M such that, for all x ∈ A ⊆ X, we have:

ρ(x,A) = µ{≻∈ L | x is maximal in A} =
∑
≻∈L

µ(≻)1{x ≻A\x}.

Under the interpretation of a model M as describing a set of possible makeups of a heteroge-

neous society, a collection of observed choice frequencies ρ are M-rationalizable if and only

if they could arise as the distribution of constrained-optimal outcomes according to some

composition µ ∈ M of the population.

Given a model M, we say that two measures µ, ν ∈ M are observationally equivalent

if, for all x ∈ A ⊆ X,

µ{≻∈ L | x is maximal in A} = ν{≻∈ L | x is maximal in A}, (1)

i.e. they generate identical choice frequencies on every choice set ∅ ⊊ A ⊆ X. Finally, we

say a model M is identified if it contains no pair of distinct, observationally equivalent

measures.

4 The Geometry of Identification

Consider first the unrestricted model M = ∆(L). It has been recognized since Barberá

and Pattanaik (1986) and Fishburn (1998) that the unrestricted random utility model fails

to be identified. Thus, to each distribution µ ∈ ∆(L), there is some (possibly singleton)

equivalence class [µ] of behaviorally indistinguishable distributions.

Let P denote the set of random choice rules on X, and define the mapping Φ : ∆(L) → P
via:

Φ(µ)(x,A) =

µ{≻∈ L | x is maximal in A} if x ∈ A

0 if x ̸∈ A.
(2)

By equation (1), two distributions µ, ν ∈ ∆(L) are behaviorally indistinguishable if and only

if Φ(µ) = Φ(ν). However, as Φ is linear, it follows that geometrically each equivalence class

of behaviorally indistinguishable distributions [µ] is formed by intersecting a translate of

some fixed, linear subspace of RL with the simplex ∆(L).11 The primary objective of this

section will be to provide a characterization of this subspace.

11Where RL denotes the space of all signed measures over linear orders on X.
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4.1 Separable Pairs and the Ryser Subspace

A basic criterion for behavioral indistinguishability was introduced by Falmagne (1978), in

his work on rationalizable random choice rules. Formally, for any x ∈ A ⊆ X, let:

U(x,A) = {≻∈ L | A \ x is the strict upper contour set at x}.

Falmagne established that two distributions in ∆(L) are behaviorally indistinguishable if

and only if they place equal measure on each set U(x,A).

Theorem (Falmagne 1978). Let µ, ν ∈ ∆(L). Then µ and ν are behaviorally equivalent if

and only if, for all x ∈ A ⊆ X,

µ
[
U(x,A)

]
= ν

[
U(x,A)

]
.

By Falmagne’s result, two distributions are behaviorally indistinguishable if and only if

they induce equivalent distributions over upper contour sets. Thus, given some measure

µ ∈ ∆(L), to obtain a behaviorally equivalent distribution ν ∈ ∆(L), we seek to take mass

from some collection of orders in the support of µ and reassign it to a different set of orders

that, in some sense, ‘shuffle’ the upper contour sets of this collection.

To formalize this idea, we say a pair of preferences ≻,≻′ ∈ L form a separable pair if,

for some 2 ≤ k ≤ |X| − 2:

(i) The preferences agree on the set of k-most preferred alternatives, but not on their

rankings (i.e. s↑k(≻) ̸= s↑k(≻′)); and

(ii) The preferences agree on the set of (|X| − k)-least preferred alternatives, but not on

their rankings (i.e. s↓k(≻) ̸= s↓k(≻′)).

A separable pair of preferences agree on the set of k-most (and (|X| − k)-least) desirable

alternatives, but, crucially, not on the orderings within these sets. This means that by swap-

ping the k-initial segments of these two preferences, we obtain two new, distinct preferences

which possess the same upper contour sets.

Example 2 (Fishburn 1998). Suppose X = {a, b, c, d}, and consider the following four linear

orders:
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≻1 ≻2 ≻3 ≻4

a b a b
b a b a
c d d c
d c c d

Note that ≻1 and ≻2 (as well as ≻3 and ≻4) form a separable pair, with k = 2. In fact, we

can obtain ≻3 and ≻4 from ≻1 and ≻2 by simply swapping initial segments:

≻3 = s↑2(≻1) · s↓2(≻2)

≻4 = s↑2(≻2) · s↓2(≻1),

where s↑k(≻i) · s↓k(≻j) denotes the preference formed by concatenation of these segments.

Thus by Falmagne’s theorem, it follows that the uniform distribtion on {≻1,≻2} and the

uniform distribution on {≻3,≻4} are behaviorally identical.12 ■

The behavioral indeterminacy arising from separable pairs may equivalently be regarded

as a consequence of the fact that a joint distribution is not, in general, uniquely determined by

its marginals. Suppose that ≻1,≻2 form a separable pair for some 2 ≤ k ≤ |X|−2, and let ≻3

and ≻4 denote the (distinct) pair of preferences obtained by swapping the k-initial segments

of ≻1 and ≻2. We say that the preferences {≻3,≻4} obtained in this manner are conjugate

to the pair {≻1,≻2}; we term a pair of such pairs, {≻1, . . . ≻4}, a conjugate square. Any

conjugate square can be identified with the product {s↑k(≻1), s
↑
k(≻2)}×

{
s↓k(≻1), s

↓
k(≻2)

}
via

the mapping: (
s↑k(≻i), s

↓
k(≻j)

)
7→ s↑k(≻i) · s↓k(≻j).

For any such tuple, the following simple corollary of Falmagne’s theorem implies that two

distributions supported on a conjugate pair {≻1, . . . ,≻4} are behaviorally identical if and

only if their marginals coincide.

Corollary 1. Let {≻1, . . . ,≻4} be a conjugate pair, for some 2 ≤ k ≤ |X| − 2. Then for

µ, ν ∈ ∆
(
{≻1, . . . ,≻4}

)
the following are equivalent:

(i) µ and ν are behaviorally indistinguishable.

(ii) For every x ∈ A ⊆ X, µ
[
U(x,A)

]
= ν

[
U(x,A)

]
.

12In fact, the uniform distribution on {≻1, . . . ,≻4} is also behaviorally indistinguishable from either of
these.
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{
s↑2(≻) = ba

}

{
s↑2(≻) = ab

}

{
s↓2(≻) = cd

} {
s↓2(≻) = dc

}

≻1

≻4

≻3

≻2

(a) The conjugate square {≻1, . . . ,≻4}
from Example 2, viewed as a product space.
Joint measures are behaviorally indistin-
guishable if and only if their marginals co-
incide.

(b) The set of distributions behaviorally
equivalent to µ (orange, solid), as well as
two other behavioral equivalence classes (or-
ange, dotted).

Figure 1: The behavioral equivalence classes are given by the intersection of translates of the Ryser subspace
with the simplex ∆

(
{≻1, . . . ,≻4}

)
. The uniform distribution µ on {≻1,≻2} is behaviorally equivalent to

the the uniform distribution on its conjugate, {≻3,≻4} (and to the uniform over all four preferences). As
µ varies along the edge connecting ≻1 and ≻2, the behavioral equivalence classes trace out the shaded gray
region.

(iii) The marginals of µ and ν over {s↑k(≻1), s
↑
k(≻2)} and {s↓k(≻1), s

↓
k(≻2)} coincide, i.e.:

µ
{
≻ | s↑k(≻) = s↑k(≻i)

}
= ν

{
≻ | s↑k(≻) = s↑k(≻i)

}
and

µ
{
≻ | s↓k(≻) = s↓k(≻j)

}
= ν

{
≻ | s↓k(≻) = s↓k(≻j)

}
,

for i ∈ {1, 2} and j ∈ {3, 4}.

We say a signed measure R ∈ RL defines a Ryser swap if:

R = 1{≻3,≻4} − 1{≻1,≻2}

for some conjugate square {≻1, . . . ,≻4}. Similarly, a signed measure defines a weighted

Ryser swap if it is proportional to a Ryser swap. A weighted Ryser swap (with weight α)

may be viewed as a perturbation taking α mass away from {≻1,≻2} and reassigning it to the

conjugate pair {≻3,≻4}. By Corollary 1, this may equivalently be interpreted as separating

out from an initial measure µ ∈ ∆(L) a ‘joint’ distribution on a product set, applying a

marginal-preserving transformation to it, then recombining this modified joint distribution

with the remaining mass in µ to obtain a modified distribution µ′.
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We define the Ryser subspace R ⊆ RL as the span of the Ryser swaps:

R = span
{
R ∈ RL | R is a Ryser swap

}
.

Every signed measure in R may be regarded as a composite transformation which applies a

sequence of mass-transferring perturbations to a given distribution. Formally, these measures

consist precisely of the transformations generated by the (unweighted) Ryser swaps. It

follows from Falmagne’s theorem that for any R ∈ R and any µ ∈ ∆(L), so long as µ+R ∈
∆(L) too, then µ and µ + R are behaviorally equivalent probability distributions. Our

next theorem shows that in fact, every pair of behaviorally equivalent distributions over

preferences are related in this manner.

Theorem 1. Let M ⊆ ∆(L) be arbitrary. Then the following are equivalent:

(i) M is identified.

(ii) For all µ ∈ M, (
µ+R

)
∩M = {µ}.

Theorem 1 says that not only do the Ryser swaps preserve choice probabilities, but in

fact they generate the set of all transformations which do so. As an easy consequence of

this result, we also obtain a characterization of the sets of distributions belonging to a model

which generate equivalent sets of choice probabilities.

Corollary 2. For all µ ∈ M:

{
ν ∈ M | ν is behaviorally equivalent to µ} =

(
µ+R

)
∩M.

This provides a complete characterization of which distributional restrictions on the ran-

dom utility model are identifying. As our next example shows, it also allows us to straight-

forwardly recover existing results from the literature as direct corollaries.

Example 3. Consider the unrestricted model M = ∆(L). In the language of this paper,

Turansick (2022) proved that µ ∈ ∆(L) is uniquely determined by its choice probabilities if

and only if the support of µ contains no separable pair.13

In light of, e.g., Corollary 1, this is clearly necessary. However, the proof in Turansick

(2022) relied crucially on the fact that M was unrestricted, and hence one could always

find distributions in M that differ from some candidate µ only by shifting some mass from

13Alternatively, this may equivalently be obtained as an immediate consequence of Corollary 2.
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a separable pair to its conjugate. In contrast, Theorem 1 constitutes a significant gener-

alization, characterizing identification for arbitrary models, no matter how complex their

defining system of restrictions may be. For example, suppose X = {a, b, c, d, e, f}, and recall

the preferences from Example 1:

≻1 ≻2 ≻3 ≻4 ≻5 ≻6

a b c a b c
b a d b a d
c e b e c b
d f a f d a
e c f c f e
f d e d e f

Let M = ∆
(
{≻1, . . . ,≻6}

)
, and consider the uniform distribution µ. It may straightfor-

wardly be verified that µ is behaviorally equivalent to both the uniform distribution µ123

on {≻1,≻2,≻3} and the uniform distribution µ456 on {≻4,≻5,≻6}. However, M does not

contain any conjugate square in its support: applying any single weighted Ryser swap, to

any distribution in M, necessarily results in a distribution not belonging to M. As a con-

sequence, the arguments of Turansick (2022) are not applicable. Nonetheless, Theorem 1

guarantees that all three of these distributions can be obtained from one another by an

appropriate sequence of such transformations. ■

4.2 Proof Sketch

In light of Theorem 1, two distributions over preferences are observationally equivalent if

and only if they may be obtained from one another by applying a finite sequence of weighted

Ryser swaps. However, Theorem 1 is silent on how to construct such sequences.

Given two observationally equivalent distributions, the crux of our proof is to establish the

purely combinatorial proposition that any preference in the support of either distribution can

be constructed by iteratively swapping the terminal segments of preferences in the support

of the other. We term this procedure ‘zippering.’ To illustrate, recall the two distributions

considered Example 3. The first, µ123, corresponded to the uniform distribution on ≻1 to

≻3, while the latter, µ456 to the uniform distribution on ≻4 to ≻6. We seek to construct the

preference ≻1 out of a sequence of terminal segment swaps, starting with those preferences

in the support of µ456.

Our zippering procedure starts by finding a preference ≻i in the support of µ456 such

that s↑k(≻1) = s↑k(≻i) for some 2 ≤ k ≤ 4. Falmagne’s theorem ensures such a k must exist.

In this example, we see that s↑2(≻1) = s↑2(≻4).

12



≻1 ≻2 ≻3 ≻4 ≻5 ≻6

a b c a b c
b a d b a d
c e b e c b
d f a f d a
e c f c f e
f d e d e f

Note that {a, b} is the upper contour set at c under ≻1, though not ≻4. By Falmagne (1978)

once again, we are able to ensure there is some preference in the support of µ456 with this

upper contour set at c as well, here ≻5. The two preferences in the support of µ456 obtained

this way, ≻4 and ≻5, must form a separable pair. Our zippering procedure then replaces

this pair with their conjugate, resulting in a modified set of preferences, {≻′
4,≻′

5,≻6}.

≻1 ≻2 ≻3 ≻′
4 ≻′

5 ≻6

a b c a b c
b a d b a d
c e b c e b
d f a d f a
e c f f c e
f d e e d f

Within this new set, ≻′
4 now has the property that s↑k′(≻1) = s↑k′(≻′

4) for k
′ = 4 > 2.14

Thus, repeating the logic from above, we obtain that ≻′
4 and ≻6 are separable, and hence

their terminal segments may be swapped. Doing so we obtain {≻′′
4,≻′

5,≻′
6}, where now

≻′′
4 =≻1 as desired.

≻1 ≻2 ≻3 ≻′′
4 ≻′

5 ≻′
6

a b c a b c
b a d b a d
c e b c e b
d f a d f a
e c f e c f
f d e f d e

We refer to this procedure as ‘zippering’ as at each stage, we start with some preference

which agrees with ≻1 on an initial segment, then by swapping terminal segments, obtain a

preference which agrees with ≻1 on a strictly longer initial segment. By ‘zippering’ bits of

our other preferences to this approximation of ≻1, we iteratively improve it until we converge

14And indeed this is the largest k′ such that this remains true, as s↑5(≻1) ̸= s↑5(≻′
4).
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M =

1 0 1
1 1 0
0 1 1

 ↔

1 0 1
0 1 1
1 1 0

 ↔

0 1 1
1 0 1
1 1 0

 = N

Figure 2: Two 3 × 3 matrices, M and N , with equal row and column sums. Ryser proved that any such
pair of matrices can be obtained from one another via a sequence of ‘rectangular swaps.’

to to an exact copy. While we have not emphasized it here, the other crucial aspect of this

procedure is it guarantees that we may choose weighted Ryser swaps, corresponding to these

reassignments of terminal segments, in such a manner as to guarantee that we shift precisely

the right amount of mass onto our duplicate of ≻1. Together, these properties allow us to

guarantee we can always fully recover one distribution from the other.

4.3 Relation to Discrete Tomography

Discrete tomography considers the problem of reconstructing a geometric object from various

collections of lower-dimensional projections.15 One problem that has garnered considerable

attention is that of characterizing the sets of 0-1 matrices with given row and column sums

(e.g. Fishburn et al. 1991). In probabilistic language, this may be regarded as the problem

of characterizing which compactly-supported uniform distributions on Z × Z have equal

marginals.

Ryser (1957) provided a complete solution to this problem in terms of a switching op-

eration. Given any such matrix M , Ryser considered ‘rectangular’ configurations of entries

Mij,Mij′ ,Mi′j,Mi′j′ , where either precisely Mij and Mi′j′ are equal to one, or precisely Mi′j

and Mij′ are. Clearly, for any such configuration, by switching the two zero entries to one

and vice-versa preserves all row and column sums; Ryser showed that any pair of matrices

with equal row and column sums can be obtained from one another by a sequence of such

rectangular, 0-1 swaps.

Conversely, any preference ≻ may be represented as a 0-1 vector, whose components are

indexed by pairs (x,A) with x ∈ A ⊆ X, via 1{x ≻A\x}. Thus sets of preferences M ⊆ L
define a 0-1 matrix whose columns correspond to the vector representations of preferences

in M. Moreover, two equal-sized sets of preferences have behaviorally equivalent uniform

distributions if and only if their matrix representations have equal row and column sums, and

hence can be obtained from one another by a sequence of rectangular, 0-1 swaps. However,

not all 0-1 matrices arise as sets of preferences in this manner. This means that Ryser’s

15For a textbook treatment, see e.g. Herman and Kuba (2012).
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original switching operation is too strong for our problem: it generally results in matrices

which do not represent any collection of preferences.

In contrast, our operation of swapping terminal segments of separable pairs of prefer-

ences not only preserves all row and column sums (hence can be realized as a sequence of

rectangular 0-1 switches) but also, crucially, preserves the property of being a matrix of

preferences. Now, to characterize behavioral equivalence, we are forced to also consider non-

uniform distributions, unlike Ryser (1957). However, Theorem 1 shows that by using such

swaps to transfer portions of mass (i.e. weighted Ryser swaps) between distributions, we are

able to obtain a similar characterization, even in our generalized setting.

5 Support Restrictions

A natural means of restricting the random utility models is to impose ex-ante constraints on

the sets of preferences over which randomization occurs. We say that a model M ⊆ ∆(L) is
defined by support restrictions if there is some subset S ⊆ L such that M = {µ ∈ ∆(L) :
µ|L\S = 0}. Support restrictions are natural in contexts when the modeller believes there is

cause to a priori restrict the sets of preferences which are held in a population, but not the

relative frequencies of those preferences.

Let ∆̃(S) ⊆ RL denote the face of ∆(L) spanned by the preferences in S. By Theorem 1,

a model defined by support restrictions is identified if and only if for all µ ∈ ∆̃(S), it is

the case that (µ + R) ∩ ∆̃(S) = {µ}. Finally, let RL
S denote the linear subspace of signed

measures that are zero outside S. Then the following theorem characterizes identifying

support restrictions.

Theorem 2. Let M be defined by the support restriction S ⊆ L. Then the following are

equivalent.

1. M is identified.

2. For all µ ∈ ∆̃(S),
(µ+R) ∩ ∆̃(S) = {µ}.

3. For every finite sequence of unweighted Ryser swaps {Ri}Ki=1 (allowing for repetition):

K∑
i=1

Ri ∈ RL
S ⇐⇒

K∑
i=1

Ri = 0.
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The equivalence between (1) and (2) is simply a restatement of Theorem 1. In contrast,

the equivalence of (3) is only valid for models defined through support restrictions. Condition

(3) says that M is identified if and only if every (non-zero) vector in R places weight on

some preference outside S. It shows that, in the case of support restrictions, testing for

identification does not depend on the weights, but rather only on the specifics of the family

of allowable preferences.

Theorem 2 also provides a characterization of linear independence for choice functions

induced by preferences. Any preference ≻ defines a random choice rule ρ≻(x,A) = 1{x ≻A\x}.

The model M defined by the support restriction S ⊆ L is identified if and only if the choice

functions {ρ≻}≻∈S are linearly independent. Hence Theorem 2 also subsumes the partial

characterization of independent choice functions in Chambers and Turansick (2024).

5.1 Extreme Points of Partially Identified Sets

Suppose that M is defined by the support restriction S ⊆ L. In light of Theorem 2, in

general M will not be identified. This means that if ρ is rationalizable by some µ ∈ M,

it is likewise rationalized by any distribution in the polytope M∩
(
µ +R

)
. The following

theorem characterizes the extreme points of this set.

Theorem 3. Let M be defined via the support restriction S ⊆ L. For µ ∈ M, the following

are equivalent.

1. µ is an extreme point of M∩
(
µ+R

)
.

2. The choice functions {ρ≻ : µ(≻) > 0} are linearly independent.

3. For every finite sequence of unweighted Ryser swaps {Ri}Ki=1 (allowing for repetition):

K∑
i=1

Ri ∈ RL
supp(µ) ⇐⇒

K∑
i=1

Ri = 0.

The equivalence between the first two conditions in Theorem 3 follows from a theorem

of Winkler (1988). In contrast, the equivalence between condition (3) and the first two is

novel and a consequence of Theorem 2: a distribution is extremal in the set of behaviorally

identical measures in M if and only if no non-zero vector in the Ryser subspace M places

any weight on any preference not in the support of µ. Notably, this does not depend on S
at all, beyond the fact that µ ∈ M, and hence supp(µ) ⊆ S.
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5.2 Relation to Separable Random Choice

Consider a pair of agents, each of whom chooses over the finite set of alternatives X. We say

that a joint random choice rule for these two agents is stochastically separable if there

exists some joint distribution µ ∈ ∆
(
L × L

)
such that:

ρ(x, y; A,B) = µ
{
(≻,≻′) : x is ≻-maximal in A and y is ≻′-maximal in B

}
.

In other words, a joint stochastic choice function ρ is separable if correlation in choice only

arises through correlation in the preferences of the agents.

In general, testing for stochastic separability is technically challenging (see, e.g. Li (2022);

Kashaev et al. (2024); Chambers et al. (2024b)). However, Kashaev et al. (2024) show

that when µ ∈ ∆(S × S
)
, where the choice functions associated with the preferences in S

are linearly independent, the empirical content of separability becomes straightforward to

characterize. To date, no characterization of these sets S has been known. However, our

Theorem 2 provides a complete answer to this question, and hence characterizes exactly

those support restrictions for which testing stochastic separability becomes easy.16

6 Parametric Random Utility Models

In practical applications, random utility models are often specified in parametric form. If

Θ ⊆ Rn denotes a set of parameters, we refer to a mapping F : Θ → ∆(L) as a parametric

random utility model. By Theorem 1, a parametric random utility model fails to be

identified if and only if:

F (θ′) ∈ F (θ) +R, (3)

for distinct θ, θ′ ∈ Θ, i.e. if F (θ) and F (θ′) belong to some common translate of the Ryser

subspace. In principle, this is a complete characterization of identification in the parametric

context as well. However, in practice, it is often unclear how to verify this simply by inspec-

tion of F itself. In this section, we will investigate conditions under which we can obtain

local tests of identification.

6.1 Primitives

We will restrict ourselves to smooth parametric random utility models. For all definitions

relating to smooth maps and manifolds, the reader is referred to, e.g. Lee (2012). Throughout

16For a full discussion of the difficulties of testing stochastic separability, we point the reader to Kashaev
et al. (2024).
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this section, we will assume the following mild, regularity conditions on primitives:

(A.1) Regularity of Parameterization: The map F : Θ → ∆(L) is an injective, smooth

map from some open, convex set Θ ⊆ Rk into ∆(L).

Let π : RL → R⊥ denote the (orthogonal) projection of signed measures onto the orthog-

onal complement of the Ryser subspace, R⊥.17 Thus π may be regarded as mapping each

distribution µ to its equivalence class of behaviorally indistinguishable measures. We define

the set MF to be the projection π ◦ F (Θ), i.e. the set of behavioral equivalence classes of

distributions in the range of F . We assume:

(A.2) Regularity of Projection: MF is a smooth, k-dimensional manifold.

By (3), the parametric random utility model F is unidentified if and only if the map F̄ =

π|F (Θ) ◦F fails to be injective; our focus will be on obtaining conditions which ensure this is

not the case.

(A.3) Closedness: The map F̄ : Θ → MF is closed, i.e. F̄ (C) is relatively closed in MF

for every closed C ⊆ Θ.18

We will refer to any mapping F : Θ → ∆(L) satisfying (A.1) - (A.3) as a smooth parametric

random utility model.

6.2 Parametric Identification

We say that a smooth parametric random utility model is parametrically identified if

the mapping F̄ is a diffeomorphism. This simply requires that the map from parameters to

behavioral equivalence classes of distributions is a smooth bijection, with a smooth inverse.

Our objective is to obtain conditions under which parametric identification is equivalent to

identification holding locally about each parameter. This is not true for general smooth

parametric random utility models, as illustrated by Figure 3.

The crucial ingredient in obtaining a local test for identifiability is the topology of MF .

We say a space is simply connected if any closed curve in it can be contracted to a point,

17If A is any matrix with linearly independent columns which form a basis for R, then:

π(µ) =
(
I −A[A⊺A]−1A⊺

)
µ,

where I denotes the identity matrix.
18One sufficient condition for this is that F̄ be proper, i.e. F̄−1(K) is compact in Θ for every compact

K ⊆ MF .
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µ

π

MF

F (Θ)

R⊥

(a) WhenMF is simply connected, any fail-
ure of identification globally implies a local
failure, e.g. at µ.

(b) When MF is not simply connected, it
is possible for F̄ to be everywhere locally
identified, yet still fail to be globally so.

Figure 3: An illustration of the role the topology of MF plays in guaranteeing the existence of local
necessary and sufficient conditions for identification.

without leaving the space.19 Informally, MF is simply connected if and only if it has no

‘holes’ in it. Moreover, since Θ is convex and hence simply connected, MF must necessary

be too if F̄ is parametrically identified. However, as our next result shows, whenever MF is

simply connected, a smooth parametric random utility model F is locally identified if and

only if it is so globally.

Theorem 4. Let F be a smooth, parametric random utility model. Suppose that MF is

simply connected. Then the following are equivalent:

(i) F is parametrically identified; and

(ii) The (k × k) Jacobian matrix dF̄ has full rank at every θ ∈ Θ.

Despite its seemingly abstract nature, the simply-connectedness of MF is critical. As illus-

trated in Figure 3, without controlling for the structure of MF , Theorem 4 is false.20

In practice, many natural classes of parametric random utility models have a simply con-

nected MF , allowing us to test for identification globally based purely on local calculations.

For models with known or tractable choice probabilities, the following lemma provides a

convenient tool for establishing the structure of MF .

Lemma (Structure Lemma). For any smooth parametric random utility model (i) Φ◦F (Θ),

the set of random choice rules induced by F , and (ii) MF , are homeomorphic. In particular,

one is simply connected if and only if the other is.

19Formally, a space X is simply connected if, for every continuous pair p, q : [0, 1] → X of paths such
that p(0) = q(0) and p(1) = q(1), there exists a homotopy H : [0, 1]2 → X such that H(x, 0) = p(x) and
H(x, 1) = q(x) for all x ∈ [0, 1].

20Concretely, consider the map F : R → S1 via t 7→
(
cos(t), sin(t)

)
. This map has everywhere non-zero

differential, but nonetheless is not globally injective. This is possible precisely because the unit circle S1

fails to be simply connected.
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Perhaps the simplest possible examples of where parametric identification can be reduced to

a purely local question are are the i.i.d. discrete choice models.

Example 4. Suppose {εx}x∈X is a collection of i.i.d. random variables with everywhere

positive density. Let:

Θ = {θ ∈ RX : θx̄ = 0}

for some fixed x̄, and define a parametric random utility model via:

µ{x1x2 · · ·x|X|} = P
(
θx1 + εxi

> · · · > θx|X| + εx|X|

)
.

For example, when the ε’s are distributed extreme value, this specification yields the logit

model, and when the ε are Gaussian, the probit. Any parametric random utility model of

this form is fully characterized by its choice probabilities on binary sets; in fact there is

a one-to-one correspondence between any tuple of probabilities
{
ρ
(
x, {x̄, x}

)
}x∈X ∈ (0, 1)X

and distributions in F (Θ). As a consequence, the Structure Lemma immediately implies that

MF is simply connected, and hence questions of identification are necessarily of a purely

local nature. ■

While Example 4 provides a number of cases in which testing identification is local in

nature, it is straightforward to show these models are identified directly, without the need to

invoke the machinery of Theorem 4. An equally broad class of models in which Theorem 4

provides a purely local test of identification are the so-called mixture models. Formally, a

parametric random utility model is said to be a mixture model if the set of random choice

rules it induces is convex. Mixture models are natural candidates for describing population-

level heterogeneity. Indeed, Strzalecki (2024) writes:

“[W]e can venture to say that a class [of random choice rules] is not a good model

of a population if it is not closed under mixtures.”21

As every convex set is trivially simply connected, as a consequence of the Structure Lemma

we obtain that for any parametric mixture model, global identification is testable purely

locally.

Corollary 3. Suppose F defines a smooth parametric mixture model. Then F is identified

if and only if dF̄θ has full rank at every θ ∈ Θ.

21See Strzalecki (2024), p. 57.
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6.3 The Geometry of Parametric Identification

Suppose now, that F is itself either an open or closed map. Under either of these conditions,

it follows that F (Θ) itself is a smooth manifold, embedded in ∆(L).22 The tangent space to

this manifold, at any point, is given by the column space of the matrix dFθ. Now, by the

chain rule:

dF̄ = d
(
π|F (Θ)

)
◦ dF.

The map π|F (Θ) is the restriction of a linear map, hence its differential is simply the map

π itself. Thus F̄ fails to be locally injective, if and only if, at some θ, the tangent space of

F (Θ) at µ = F (θ) has non-trivial intersection with the kernel of π, i.e. R. In other words,

when MF is simply connected, F is identified if and only if no translate of R is tangent to

F (Θ), the set of distributions traced out by the parameterization function F . This condition

is violated, for example, at the measure µ in part (a) of Figure 3.

Corollary 4. Suppose F is a smooth parametric random utility model, that (i) F is either

an open or closed map, and (ii) MF is simply connected. Then the following are equivalent:

(i) F is parametrically identified.

(ii) The (k × k) matrix dF̄ is everywhere of full rank.

(iii) No translate of R is anywhere tangent to the manifold F (Θ).

7 Conclusion

This paper considers the problem of characterizing those ex-ante restrictions on the random

utility model which yield identification. Our key observation is that a simple collection of

mass-swapping operations, what we term Ryser swaps, generate the full class of transfor-

mations which preserve all choice probabilities. Given an arbitrary set M ⊆ ∆(L), M is

identified if and only every translate of the Ryser subspace intersects M in at most one

point. When M corresponds to the set of distributions supported on some subset of prefer-

ences S ⊆ L, we find that a restricted random utility model is identified if and only if every

finite sequence of Ryser swaps places some mass outside the support restriction. We obtain

a related characterization of the extremal rationalizing random utility models.

When models are parametric, we use homotopy-theoretic techniques to reduce the com-

plex, global problem of testing identification for general models to a straightforward, local

22E.g. Lee (2012) Proposition 4.22.
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one: testing the invertibility of a certain Jacobian matrix at each parameter value. We use

this, e.g., to show that the identification of any mixture model is wholly determined by local

information.23
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A Preliminary Constructions

In this appendix we introduce some mathematical preliminaries needed for the proofs of our

results. To begin, we define the Möbius inverse of a random choice rule. This construct is

also known as the Block-Marschak polynomials of Block and Marschak (1959). The Möbius

inverse of a random choice rule ρ is given by a function q : X × 2X \ {∅} → R and is defined

as follows.

ρ(x,A) =
∑
A⊆B

q(x,B)

q(x,A) =
∑
A⊆B

(−1)|B\A|ρ(x,B)
(4)

We will use the notation qµ to denote the Möbius inverse of Φ(µ). In our following proofs,

we need to use a result due to Falmagne (1978) which tell us about the relationship between

q(x,A) and the random utility model.

Theorem 5 (Falmagne (1978)). A distribution over preferences µ rationalizes a random

choice rule ρ if and only if µ[U(x,X \ A)] = q(x,A) for all x ∈ A ⊆ X.

Theorem 5 is just a restatement of Falmagne’s theorem from Section 4 in its original

form.

B Preliminary Results

In this section, we provide some preliminary results which are necessary for the proofs of our

main results.

Lemma 1. Suppose µ is a signed probability measures of L and suppose that R is a weighted

Ryser swap, then µ and µ+R are observationally equivalent.

Proof. µ and µ + R only differ in their weights on {≻i,≻j,≻k,≻l}. Choice probabilities

are linear functions of µ(≻). As such, it is sufficient to look at the vector induced by

µ − (µ + R) = R. Note that if these two distributions are observationally equivalent, then∑
≻∈L(µ(≻) − (µ(≻) + R(≻)))1{x ≻ A \ {x}} =

∑
≻∈L−R(≻)1{x ≻ A \ {x}} should be

equal to zero for all x ∈ A ⊆ X. Note that −R defines a Ryser swap as R is a ryser

swap. By Lemma 4 of Chambers et al. (2024b) (which is an extension of Theorem 5 to

arbitrary measures), we know that two distributions are behaviorally equivalent if and only

if µ[U(x,B)] = ν[U(x,B)] for all x ∈ B ⊆ X. By the definition of conjugate squares, we know

that the four preferences in the conjugate square, {≻1,≻2,≻3,≻4}, satisfy |U(x,X \A)∩{≻1
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,≻2}| = |U(x,X \ A) ∩ {≻3,≻4}|. Further, since each preference in {≻1,≻2,≻3,≻4} gets

equal weight in a Ryser swap, we are done.

Lemma 2 (Zipper Lemma 1). Suppose that µ and ν are observationally equivalent. Fix

n ∈ {1, . . . , |X| − 1}. Further suppose that there exist ≻ in the support of µ and {≻i}ki=1

each in the support of ν such that µ(≻) ≤
∑k

i=1 ν(≻i) and s↑n(≻) = s↑n(≻i) for each i.

Then there exists a finite sequence of weighted Ryser swaps applied to ν resulting in ν ′

such that there exists a set of preferences in the support of ν ′ given by {≻j}lj=1 satisfying

s↑n+1(≻) = s↑n+1(≻′′) and µ(≻) ≤
∑l

j=1 ν
′(≻j).

Proof. Let X \ A be the set equal to the first n elements of ≻ and let x ∈ A be the n + 1

ranked alternative of ≻. By observational equivalence of µ and ν and Theorem 5, we have

that qν(x,A) = qµ(x,A) ≥ µ(≻). Consider the set of preferences given by U = U(x,X \
A)∩supp(ν) which is non-empty by the last sentence. Enumerate U via j ∈ {1, . . . ,m}. For
every preference ≻j∈ U and for each ≻i from the statement of the lemma, note that either

≻i∈ U , ≻j is in the set of preferences from the statement of the lemma, or (≻i,≻j) form a

conjugate square with (≻′,≻′′) for ≻′ and ≻′′ formed as follows.

• ≻′= s↑n(≻i) · s↓n(≻j)

• ≻′′= s↑n(≻j) · s↓n(≻i)

Note that for all such ≻′ we have that s↑n+1(≻′) = s↑n+1(≻). This follows as s↑n(≻) = s↑n(≻i)

and because ≻ and ≻j both have x as their n+1 ranked alternative. Let {(≻i, ri)}ki=1 denote

a sequence of pairs where ri =
∑i

o=1 ν(≻o). Similarly, let {(≻j, rj)}mj=1 denote a sequence

of pairs where rj =
∑j

o=1 ν(≻o). Now let sf = (sf , if , jf ) such that the following conditions

hold.

• If rif > rjf , then either if−1 = if or (if−1 = if − 1 and rif−1
≤ rjf ). Further, sf = rjf .

• If rif ≤ rjf , then either jf−1 = jf or (jf−1 = jf − 1 and rjf−1
≤ rif ). Further, sf = rif .

Now we translate this setup into words. Our enumeration of {≻i} and {≻j} orders these

two sets of preferences. Then ri keeps track of the total probability weight ν puts on all

preferences between ≻1 and ≻i with a similar statement for rj. Finally, (sf , if , jf ) is a way

of comparing ri and rj. Specifically, sf is the next smallest value after sf−1 among all ri and

rj. If if − if−1 = 1 then this next smallest value is an ri and if jf − jf−1 = 1 then this next

smallest value is an rj. We now use this sequence of sf to perform a sequence of weighted

Ryser swaps.

1. Initialize at f = 1, let s0 = 0, and let ν1 = ν.
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2. If ≻if ̸∈ U and ≻jf is not in the set of preferences from the statement of the lemma,

add weighted Ryser swap R to νf at weight sf − sf−1 where R is over the conjugate

pair (≻if ,≻jf ) and (≻′,≻′′) where (≻′,≻′′) is the pair of preferences described earlier

in the proof.

3. This addition outputs νf+1. If we have that either, for all g, g′ ≥ f + 1, ig = ig′ or, for

all g, g′ ≥ f + 1, jg = jg′ , then terminate the algorithm and output ν ′ = νf+1. If not,

set f = f + 1 and return to step 2.

Every step of this algorithm is a weighted Ryser swap and thus maintains behavioral equiva-

lence by Lemma 1.24 Further, adding each of these Ryser swaps results in sf−sf−1 weight go-

ing onto a preference≻′ such that s↑n+1(≻′) = s↑n+1(≻). The algorithm terminates with the to-

tal weight summed across all summed Ryser swaps being equal to min{
∑k

i=1 ν(≻i), q(x,A)}.
Both

∑k
i=1 ν(≻i) and q(x,A) are weakly larger than ν(≻). Thus, if we let {≻p}lp=1 enumer-

ate the aforementioned ≻′ preferences, we have that
∑l

p=1 ν
′(≻p) ≥ ν(≻), and so we are

done.

Lemma 3 (Zipper Lemma 2). Suppose µ and ν are observationally equivalent. Fix a ≻ in

the support of µ. There exists a finite sequence of weighted Ryser swaps {Ri} such that

ν +
∑

i Ri = ν ′ and ν ′(≻) ≥ µ(≻).

Proof. Suppose that µ and ν are observationally equivalent. Fix some preference in the

support of µ and call it ≻. By Theorem 5, we have that qµ = qν . Specifically, this means

that for x which is ranked highest by ≻, we have that qµ(x,X) = qν(x,X). This means that

there are a collection of preferences in the support of ν, specifically U1 = U(x, {x})∩supp(ν),
such µ(≻) ≤ ν(U1). We now apply Lemma 2 and see that we get there is a collection of

preferences, U2, in the support of our induced distribution, ν ′, with each ≻′∈ U2 satisfying

s↑2(≻) = s↑2(≻′). With repeated but finite applications of Lemma 2, we get the same statement

replacing 2 with |X|. However, s↑|X|(≻) = s↑|X|(≻′) implies that ≻ and ≻′ agree on every

ranking and thus ≻=≻′. At each step of this application we have maintained µ(≻) ≤ ν ′(Ui)

and thus we have µ(≻) ≤ ν ′(U|X|). As we just mentioned, this is equivalent to µ(≻) ≤ ν ′(≻)

where ν ′ is the induced distribution after repeated application of Lemma 2.

Lemma 4. Let R denote the subspace of RL spanned by vectors of the form:

1{≻,≻′} − 1{≻′′,≻′′′}

24Here we specifically allow for trivial Ryser swaps. By a trivial Ryser swap, we mean a separable pair
that maps to itslef.
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where (≻,≻′) and (≻′′,≻′′′) form a conjugate square, and by minor abuse of notation let

∆(S) denote the face of ∆(L) ⊆ RL spanned by the abstract simplex ∅ ⊊ S ⊆ L. Suppose
there exists t ∈ RL such that:

dim

[(
R+ t

)
∩∆(S)

]
> 0.

Then there exists t′ ∈ RL such that
(
R+ t′

)
∩∆(S) contains a pair of distinct points in QL.

Proof. Let V denote the subspace of RL given by:

span
{
e≻ − e≻

′}
≻,≻′∈S ,

where ei denotes the ith standard Euclidean basis vector. By hypothesis,

K = dim R∩ V > 0.

From their definitions, both R and V admit bases {qiR}
dim(R)
i=1 and {qjV}

dim(V)
j=1 which belong

to QL. Define the |L| × dim(R) and |L| × dim(V) matrices:

QR =
[
q1R · · · q

dim(R)
R

]
and

QV =
[
q1V · · · q

dim(V)
V

]
,

respectively, and let:

Q =
[
QR −QV

]
Since each of the above matrices consists exclusively of rational elements, their respective

column spaces trivially admit a bases in QL. This implies that, by Gaussian elminiation, the

annihilators of their column spaces admit a bases in QL; in particular the annihilator of the

column space of Q admits a rational basis {rK}Kk=1, where each vector rk = [rkR | rkV ].

Let q̄k = QRr
k
R
(
= QVr

k
V
)
. By construction, {q̄k}k ⊂ QL and, by construction {q̄k}k

form a basis for R∩V . Since dim(R∩V) > 0, there exists some non-zero q̄k ∈ R∩V ∩QL.

Then letting:

t′ =
1

|S|
1S ,

we have t′ and t′+αq̄k, for small enough α ∈ Q++, are distinct rational vectors in
(
R+ t′

)
∩

∆(S) as desired.
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C Theorem Proofs

C.1 Proof of Theorem 1

We begin by stating and proving an equivalent result.

Lemma 5. Two distributions µ and ν are observationally equivalent if and only if there

exists a finite sequence of weighted Ryser swaps {(Ri, wi)} such that µ+
∑

i wiRi = ν.

Proof. Suppose that µ+
∑

i wiRi = ν where {(Ri, wi)} is a finite sequence of weighted Ryser

swaps. By repeated application of Lemma 1, we get that ν is observationally equivalent to

µ. We now prove necessity. To do so, we now construct an algorithm to go from ν to µ via

a sequence of weighted Ryser swaps.

1. Initialize by enumerating the set of preferences in the support of µ via i ∈ {1, . . . , n}
and set i = 1. Set νi = ν and set µi = µ.

2. νi is observationally equivalent to µi. As such we can fix ≻i in the support of νi and

apply Lemma 3 to µi to get µ′
i such that µ′

i(≻i) ≥ νi(≻i).

3. Set i = i + 1. Set µi(≻) = µi−1(≻) − ν(≻)1{≻=≻i−1}. Set νi(≻) = νi−1(≻) − ν(≻
)1{≻=≻i−1}.

4. If νi = 0, terminate the algorithm. If not, return to step 2.

Recall that addition of weighted Ryser swaps maintains observation equivalence. Further,

at every iteration of the above algorithm, if we subtract out ν(≻) from one distribution, we

are also subtracting out ν(≻) from the other distribution. Thus at every iteration of the

algorithm we are maintaining observational equivalence (subject to not summing to one).

Since we are subtracting ν(≻i) from ν(≻i) at each iteration of the algorithm and iterating

over each i, the algorithm terminates when i reaches n + 1. Again, since observational

equivalence was maintained at every iteration of the algorithm, µn+1 is also equal to 0. Note

that in this algorithm we only apply Lemma 3 finitely many times. Further, the proof of

Lemma 3 only applies Lemma 2 a finite number of times and Lemma 2 only uses a finite

number of weighted Ryser swaps. Finally, this means that the finite sequence of weighted

Ryser swaps implied by the algorithm take ν to µ, and thus we are done.

Now we can state the proof of Theorem 1.

Proof. Observe that {
∑

i wiRi|wi ∈ R} defines R. So µ+R is the set {µ+
∑

i wiRi|wi ∈ R}.
This is exactly the set of measure observationally equivalent to µ by Lemma 5. By definition,
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M is identified if and only if there are no distributions ν ∈ M observationally equivalent to

µ for all µ. This is equivalent to
(
µ+R

)
∩M = {µ} for all µ ∈ M, and so we are done.

Observe that Corollary 1 and Corollary 2 follows immediately from Lemma 5.

C.2 Proofs from Section 5

We begin with our proof of Theorem 2.

Proof. We begin with the equivalence between (1) and (2). Observe that D∆(S) takes the

form {µ− ν|µ, ν ∈ ∆(S)}. Consider any 0 ̸= d ∈ D∆(S) ∩R.

d = µ− ν

=
∑
i

wiRi

The first equality is by definition and the second equality is by inclusion in R. Thus µ =

ν −
∑

i wiRi where wi corresponds to the weights on their respective Ryser swaps. By

Theorem 1, such µ and ν exist if and only if ∆(S) is not identified. Thus (1) and (2) are

equivalent.

We now show the equivalence between (1) and (3). By Lemma 4, it follows that, for

some µ ∈ ∆(S), (µ+R) ∩∆(S) ̸= {µ} if and only if there exists some potentially different

ν ∈ ∆(S) ∩ QL, such that (ν + R) ∩ ∆(S) ∩ QL ̸= {ν}. Now observe that if we can find

two observationally equivalent measures in QL
S , we can always renormalize them so that they

lie in ∆(S). Further observe that each non-zero element of R defines two observationally

equivalent measures. The first measure corresponds to the positive components and the

second corresponds to the negative components (once they are made positive). This tells us

that we are identified if and only if we can find two observationally equivalent measures with

rational components whose supports lie in S. Call these two measures µ and ν. Observe

that µ− ν is also a rational element of R. Thus µ− ν can be written as
∑

i
ci
di
Ri. Multiply

through by each di and we get b(µ − ν) =
∑

i ciRi where b and each ci are integers. Thus∑
i ciRi corresponds to a finite sequence of (unweighted) Ryser swaps where Ri is repeated

ci times. Thus we have identification if and only if such a sequence exists. This shows the

equivalence of (1) and (3), and so we are done.

We now move on to our proof of Theorem 3.

Proof. The equivalence of (1) and (2) follows as an immediate consequence of the main

theorem of Winkler (1988). Further, identification of full submodels is equivalent to linear
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independence of the choice functions induced by the generating set of preferences S. Thus

checking for linear independence of {ρ≻| ≻∈ supp(µ)} is equivalent to checking whether the

full submodel ∆(supp(µ)) is identified. By Theorem 2, this is equivalent to condition (3)

and so we are done.

D Parametric Identification Results

D.1 A Primer on Covering Spaces

Let X, Y be topological spaces. A map f : X → Y is said to be a covering map if, for

every y ∈ Y , there exists an open neighborhood V such that f−1(V ) is a disjoint union of

open sets in X, each of which is mapped by f homeomorphically onto V . The space X is

referred to as a covering space for Y ; the disjoint open sets making up f−1(V ) are called

the sheets of X over V ; when V is connected these are precisely the connected components

of f−1(V ). The following result provides sufficient conditions on a transformation to be a

covering map.

Theorem (Browder 1954, Theorem 7). Let X, Y ⊆ Rn be connected, and let F : X → Y

be a local homeomorphism. Then if F is a closed map, it is also a covering map.

If F : X → Y is a covering map for Y , the topology of Y , as captured by its fundamental

group (for definitions, see Hatcher 2002), imposes algebraic constraints on the number of

sheets in X (e.g. Hatcher 2002 Proposition 1.32). The following is a consequence of this

more general structure.

Theorem (Spanier 1989, Theorem 2.3.9). Let F : X → Y be a covering map, with Y

connected and simply connected. Then F is a homeomorphism.

D.2 Proof of Theorem 4

Proof. Clearly (i) =⇒ (ii) hence we will show the converse. Suppose then that dF̄ has full

rank at every θ ∈ Θ. Given (A.1) and (A.2), by the inverse function theorem for manifolds

(e.g. Lee 2012 Theorem 4.5), F̄ is locally a diffeomorphism. Since MF is a continuous image

of a connected space, it is connected; moreover, by (A.3), F̄ is closed hence by Theorem 7 of

Browder (1954), F̄ is a covering map. Now, MF is simply connected by hypothesis. Thus

by Theorem 2.3.9 of Spanier (1989), F̄ is a homeomorphism. Any homeomorphism that is

also a local diffeomorphism is a (global) diffeomorphism (e.g. Lee 2012 Proposition 4.33) and

hence F is parametrically identified.
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D.3 Proof of the Structure Lemma

Lemma 6. The set MF is homeomorphic to Φ ◦ F (Θ).

Proof. Let Y = F (Θ) ⊂ ∆(L), and let U ⊆ Y be open and R-saturated, i.e.

U = Y ∩ (U +R).

Since U is relatively open in Y , U = U ′ ∩Y for some open U ′ ⊆ RL; since U ′+R is open we

may without loss suppose that U ′ is saturated, i.e. U ′ = U ′ +R.25 Let Z denote the range

of Φ, i.e. Z = Φ(RL). As Φ is a linear surjection from RL to Z, it is open, hence Φ(U ′) is

open in Z. Now, by definition, we have:

Φ(U) = Φ(Y ∩ U ′) ⊆ Φ(U ′) ∩ Φ(Y ).

Suppose then that ρ ∈ Φ(U ′) ∩ Φ(Y ). Then there exists µρ ∈ U ′ and νρ ∈ Y such that

Φ(µρ) = Φ(νρ) = ρ; by Theorem 1, σ = νρ − µρ ∈ R. But since νρ = µρ + σ for µρ ∈ U ′

and σ ∈ R, we obtain that νρ ∈ U ′, as U ′ is assumed saturated. Thus νρ ∈ Y ∩ U ′ = U and

hence ρ ∈ Φ(U) as desired. We conclude that in fact:

Φ(U) = Φ(U ′) ∩ Φ(Y )

and hence Φ(U) is open in Φ(Y ); since U ⊆ Y was an arbitrary saturated open set, we

conclude that Φ|Y : Y → Φ(Y ) is a quotient map.

Let ∼ denote the binary relation on Y defined by :

µ ∼ ν ⇐⇒ µ− ν ∈ R.

It is straightforward to show ∼ is an equivalence relation on Y . Moreover, by Theorem 1

µ ∼ ν ⇐⇒ Φ(µ) = Φ(ν). By Corollary 22.3 in Munkres (2014), Φ(Y ) is homeomorphic to

Y/ ∼, endowed with the quotient topology.

Consider now π|Y : Y → π(Y ) ≡ MF . By an analogous argument we obtain that π(Y )

is homeomorphic to Y/ ∼ and the claim follows.

D.3.1 Proof of Corollary 3

Proof. Suppose F is a mixture model. Then Φ ◦F (Θ) is convex. By Lemma 6, this space is

homeomorphic to MF . Since (i) convex sets are simply connected, and (ii) simply connect-

25U ′ +R =
⋃

σ∈R(U ′ + σ) where each U ′ + σ is open, and hence is open as a union of open sets.
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Figure 4: The conjugate graph restricted to the Fishburn example in Figure 1. Note that the nodes
correspond to our marginals and the edges correspond to the joints.

edness is a homeomorphism invariant, the result follows immediately.

E Relation Between the Linear Order Polytope and

the Conjugate Product Structure

In this appendix we discuss the relationship between the conjugate product structure (see

Figure 1) and the graph or one-skeleton of the linear order polytope. Specifically, we describe

how one can start with a graph representing the conjugate product structure and then recover

the graph of the linear order polytope. We begin with a description of the graph of the linear

order polytope. For a full description of the graph of the linear order polytope, see Doignon

and Saito (2023). The nodes of this graph correspond to the vertices of the polytope, in this

case the linear orders. Two nodes are connected if the corresponding vertices are adjacent.

Doignon and Saito (2023) characterizes which vertices are adjacent. They show that two

vertices are adjacent if the corresponding linear orders have a common nontrivial initial

segment (s↑k for k ≥ 2) and a differing terminal segment (s↓k) or if they have a common

nontrivial terminal segment (s↓k for k ≥ 2) and a differing initial segment (s↑k).

Consider the following bipartite graph. There is one node for each (non-trivial) initial

segment s↑k and each (non-trivial) terminal segment s↓k. Label each node by s↑k or s↓k respec-

tively. There exists a edge connecting s↑k and s↓l if k = l and s↑k · s
↓
k forms a preference over

X. Label this edge as (≻, k) where ≻= s↑k · s
↓
k. Call a node initial if it is labeled by an initial

segment. Terminal nodes are defined analogously. Conjugate squares exactly correspond to

four cycles in this graph. We call the graph constructed this way the conjugate graph.

We can think of assigning flows from initial nodes to terminal nodes and representing

random utility as a flow feasibility problem. If we let f define a flow, then existence of a

flow satisfying the following conditions is equivalent to the existence of a random utility
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representing the underlying random choice rule.

f ≥ 0

f(≻, k) = f(≻, l)∀k, l ∀ ≻∑
≻∈U(x,X\A)

f(≻) = q(x,A)∀x ∈ A ⊆ X

The set of feasible flows defines our set of observationally equivalent distributions. Now we

consider the line graph of this graph. The line graph of a graph is formed by creating one

node for each edge on the original graph. Two nodes on the line graph are connected if the

two corresponding edges on the original graph share a common node. We then have nodes

indexed by (≻, k). An edge connects (≻, k) and (≻′, l) if k = l and one of the following

holds.

1. s↑k(≻) = s↑k(≻′) in which case the edge is labeled by s↑k

2. s↓k(≻) = s↓k(≻′) in which case the edge is labeled by s↓k

On the line graph of the conjugate graph, a Ryser swap corresponds to four nodes and four

edges. Let ni denote a node and ei denote an edge.

1. (n1, n2, n3, n4)

2. (e1, e2, e3, e4) such that e1 connects (n1, n2), e2 connects (n2, n3), e3 connects (n3, n4),

and e4 connects (n4, n1).

3. e1 and e3 are initial segments

4. e2 and e4 are terminal segments

Now there are many nodes labeled with (≻, k) and (≻, l). We can construct a multigraph by

taking our line graph and combining every node of the form (≻, . . . ). That is to say, every

node which is labeled by the same preference is combined. All the edges from our line graph

stay the same. Specifically, if an edge sk connected (≻, k) and (≻′, k) in the line graph, then

an edge with the same label connects ≻ with ≻′ in this multigraph. We call the multigraph

formed this way the conjugate inverse multigraph. We can also represent Ryser swaps

on the conjugate inverse multigraph. Given an edge ei labeled sk, let ei(k) correspond to

the subscript of the label of ei. A Ryser swap corresponds to four nodes and four edges.

1. (n1, n2, n3, n4)
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2. (e1, e2, e3, e4) such that e1 connects (n1, n2), e2 connects (n2, n3), e3 connects (n3, n4),

and e4 connects (n4, n1).

3. e1 and e3 are initial segments

4. e2 and e4 are terminal segments

5. ei(k) = ej(k) for all i, j

We need to add the fifth condition for the conjugate inverse multigraph as this fifth condition

makes sure that the four segments corresponding to our four edges induce the conjugate

product structure shown in Figure 1.

Definition 1. The condensation of a multigraph is the graph formed by eliminating mul-

tiple edges, that is, removing all but one of the edges with the same endpoints.

Observation 1. The condensation of the conjugate inverse multigraph is the graph of the

linear order polytope.

In both the conjugate inverse multigraph and the graph of the linear order polytope,

we have one node for each preference ≻. On the graph of the linear order polytope, there

is an edge connecting two nodes if they are adjacent. Two preferences are adjacent if and

only if they have a common nontrivial initial segment or they have a common nontrivial

terminal segment. The conjugate inverse multigraph has an edge between two nodes ≻ and

≻′ if there exists some k such that s↑k is common to ≻ and ≻′ or if s↓k is common to ≻ and

≻′. It then follows that the graph of the linear order polytope is the condensation of the

conjugate inverse multigraph. Intuitively, the reason why we need to introduce the conjugate

product structure instead of directly working with the graph of the linear order polytope

is because the graph of the linear order polytope fails to keep track of the length of the

common initial/terminal segments of two adjacent preferences. The conjugate product relies

on initial/terminal segments being of the same length.

We offer one more visualization of this observation. Suppose we start with the line graph

of the conjugate graph and we wish to represent this line graph in three-dimensional space.

Specifically, we assign nodes with label (≻, k) a height equal to k. We then assign each

node with label (≻, . . . ) the same location on their corresponding plane. In other words,

no matter the height k, each node/preference is found at the same location on a map. The

graph of the linear order polytope is then just a top-down view of this three-dimensional

representation of the line graph of the conjugate graph.
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